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Why I choose this paper and what makes it significant?
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]I learned a little bit about how to deal with high-dimensional datasets before. These kinds of topics are more understandable for me. Also, this paper is connected with Visual Analytics, which is related to our course. Those are the reasons I choose this paper. 
	Nowadays the modern technology is required to deal with more and more high-dimensional datasets and to extract information from those datasets. Methods to find out appropriate amount of projections to reduce the dimension of the datasets are needed. Some existing approaches may generate several hundreds or thousands possible projections for high-dimensional datasets and the visual analysis may quickly become an overwhelming task. In that case, we need to have an alternative solution, which is to find out new quality measures to automatically select information-bearing projections of the data. That is why this paper is significant.

This paper mainly introduces new quality measures for three popular visualization methods: Radviz, Pixel-Oriented Displays and Table Lenses. The three main contribution of this paper are: a dimension reordering algorithm to improve the visualization potential of the Radviz; a quality measure to rank Pixel-Oriented Displays; a measure to improve the usability of the Table Lens method. In this review, I will mainly talk about the Radviz method.
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[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Radviz[9] is a radial visualization method where the dimensions are represented by points placed equally spaced around a circumference. The final position of  can be computed as:

 is the vector pointing from the center to the position of the respective dimension on the circumference and n is the dimension.
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This is the results of computing the best placement of 3-D and 4-D datasets using the algorithm initialized by 1st and 2nd dimension. 

[image: C:\Users\Zhengyang Li\AppData\Roaming\Tencent\Users\348184880\QQ\WinTemp\RichOle\PF_7}RRCKS`]Y$V0%5N8~$2.jpg]
[bookmark: _GoBack]Compare the original Radviz without any dimension recording with the Radviz generated by the dimension placement algorithm.
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Figure 1: Radviz example. The dimensions j are represented by
points, placed equally spaced around a circumference and each
sample x; is plotted at position p; according to its coordinate values
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(b) Finding the best placement for the 4 dimension.
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Figure 6: Original Radviz and our results, respectively, for a synthetic
dataset with 10 dimensions and 8 clusters using the C,DM measure.




