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Why I choose this paper and what makes it significant?
	I choose this paper because this paper is easy to read and it contains useful information. Also, it is related to visualization.
Clustering analysis is a multivariate data analysis method which studies "Things of one kind come together". From the angle of pattern recognition, clustering analysis belongs to the non-supervision pattern recognition problem. Traditional clustering algorithms like Hierarchical Clustering method (HCA) and Dynamic Clustering method (DCA), exist several shortcomings. Firstly, the classification results depend on artificial determine parameters heavily. Secondly, cluster pedigree chart can’t express the true relationship between samples.
Experience tells us that a person’s intuition has very big effect to classification, if the sample’s distribution in the feature space can be visualized, we can see which samples can come together directly. In that case, we’d better put the original dimensional feature mapping to the space below the 3d or 3d. While reducing the dimensions, we should keep the original sample distribution as much as possible in order to avoid the mutual distances between samples from being changed. Then the author came up with a nonlinear mapping (NLM) to reduce dimension.

Steps of NLM algorithm:
Step1: Data preprocessing
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Step2: Calculating the Euclidean distance between any two points
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The distance matrix is
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Step3: Seeking the value of n samples in new space  when K achieves the minimum value:
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Step4: Using the steepest descent method to search mapping minimum error E.

Results:
The original data are 17 sets of land quality evaluation models associated with land productivity, denoted by P(1),P(2),…,P(17), affecting characteristic indexes are as follows:
x1 is soil organic matter content (%);
x2 is total nitrogen content (%);
x3 is rapid available phosphorus (ppm);
x4 is rapid available potassium (ppm);
x5 is cation exchange capacity (ml/100g);
x6 is PH value;
x7 is quality;
x8 is ground water level (m).
y is acre-yield, the raw data are omitted.
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Figure 1. 2-dimensionality display based on NLM compression
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Figure 2. 2-dimensionality display based on PCA compression
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